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Figure 1: SmartLearn (SL) system diagram and pipeline. From Video analysis (left) to the video playback synthesis (right). 
A=main video area, B=video controls, C=chapter area. 

ABSTRACT 
In the realm of e-learning, video-based content is increasingly preva-
lent but brings with it unique accessibility challenges. Our research, 
beginning with a formative study involving 53 participants, has pin-
pointed the primary accessibility barriers in video-based e-learning: 
mismatches in user pace, complex visual arrangements leading 
to unclear focus, and difculties in navigating content. To tackle 
these barriers, we introduced SmartLearn (SL), an innovative tool 
designed to enhance the accessibility of video content. SL utilizes 
advanced video analysis techniques to address issues of focus, nav-
igation, and pacing, enabling users to interact with video segments 
more efectively through a web interface. A subsequent evaluation 
demonstrated that SL signifcantly enhances user engagement, ease 
of access, and learnability over existing approaches. We conclude 
by presenting design guidelines derived from our study, aiming to 
promote future eforts in research and development towards a more 
inclusive digital education landscape. 

CCS CONCEPTS 
• Human-centered computing → Accessibility systems and 
tools; Web-based interaction; User studies; • Applied computing 
→ E-learning; Interactive learning environments. 
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1 INTRODUCTION 
E-learning, facilitated by the internet, ofers broad access to educa-
tion. With the COVID-19 pandemic causing a surge in popularity. 
Particularly, with educational video content [2]. Videos are en-
gaging and efective. Yet, pose unique challenges like temporal 
information scattering, and diverse visual language [16, 24, 44]. 
Despite growing focus on accessibility and e-learning, video-based 
e-learning still faces signifcant access barriers. Existing tools, like 
closed captioning (CC) and audio description (AD), address a limited 
subset of barriers [8, 14, 22, 32]. 

This paper introduces SmartLearn (SL), a tool designed to ad-
dress slide-based video challenges. Based on a formative web-survey 
with � = 53 participants, we locate existing challenges and formu-
late the motivation. SL leverages video analysis to enhance playback 
by targeting unclear focus, content navigation, and pace disparities. 
A user study involving � = 14 participants demonstrated SL’s 
efectiveness in addressing these challenges. Finally, we outline lim-
itations, areas for future work, and fundamental design guidelines 
for accessible e-learning. 

Our contributions are as follows: 
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• Formative study of accessibility challenges, with utilization 
patterns of existing tools. 

• SmartLearn, a novel visual-temporal approach for enhanced 
accessibility. 

• User evaluation with learnability metrics. 
• Design guidelines for accessible e-learning systems. 

2 BACKGROUND 

2.1 E-learning 
Alongside the growth of e-learning, platforms like Coursera1 and 
Zoom2 [23] gained popularity. And prior work, explored usability of 
these and other platforms [30, 40]. As well as methods to evaluate ef-
fectiveness of e-learning platforms [1, 15]. Additionally, suggesting 
diferent content creation and design strategies [20, 21, 43]. Ac-
cessibility research on e-learning mostly explores specifc groups 
of users [19, 36, 39]. With some studies taking a more Universal 
Design (UD) approach [4, 37]. Similarly, our study aims to address 
a broad range of accessibility needs by exploring a universal ap-
proach. We argue that accessibility tools benefts individuals with 
and without disabilities, thus promoting inclusion and equity. 

2.2 Accessibility for Video 
As noted, videos present various access barriers. Prior work ex-
plored systems and methods to improve AD content creation [25, 
45, 48], static visual flters [38] and gaze-estimated video magni-
fcation [3]. All aimed at blind and low vision (BLV) users. Other 
works explored temporal accessibility, using machine learning (ML) 
to simplify content [42], summarize videos [7, 11], and support nav-
igation [6, 24]. Our approach combines both visual and temporal 
methods, along with other techniques to address and provide a 
more comprehensive approach. 

2.3 Slide-based Video Accessibility 
Slide-based videos are a subset of e-learning videos, where the 
content is presented in a slide-like format. Prior work supports 
BLV learners [10, 33, 34] and instructors [35]. Additionally, note-
taking tools [47] and semantic navigation [18, 46, 49] have been 
explored. Our work approaches accessibility through universal 
design paradigms, incorporating techniques seen in these works, 
and expanding on them with novel approaches to ofer an inclusive 
solution for general users. Utilizing both the visual and temporal 
dimensions. 

3 FORMATIVE STUDY: UNDERSTANDING 
E-LEARNING CHALLENGES 

3.1 Method 
As a frst step, we conducted a formative web-survey. We surveyed 
53 diverse participants (education, ages, interests, and disability). 
Results indicate that available accessibility tools are insufcient, 
with several issues raised. Including timing discrepancies, visual 
complexities, unclear audio, and a lack of audio enhancements 
and controls. Participants were recruited through social media and 
mailing lists. The survey was conducted online, and included 10 

1https://www.coursera.org/
2https://zoom.us/ 

fully-optional questions (multiple-choice and open-ended). Partici-
pation was uncompensated, with the survey taking 5–10 minutes. 
This study was approved by the university’s ethics board. 

3.2 Results 
Among participants, 27 are 26–35, 15 are 18–25, 7 are 46–60, and 
2 are 36–45 and 61+ respectively. Gender related information was 
not collected. Regarding disabilities, 7 identify as non-disabled, 11 
as deaf or hard of hearing (DHH), 11 as blind or low vision (BLV), 
and more. See Table 3 in Appendix A for detailed information. 

Figure 2: Frequency of participants to use online resources 
for studying, as well as specifcally video resources for study-
ing. Questions are optional, therefor the total number of 
participants is not consistent. 

Part 1: E-learning usage (Q1-Q6). Participants are highly likely 
to use online learning (Figure 2). Reading content is used by 49 
participants, videos by 45, and 37 join online classes. Total of 30 
utilize all. Additionally, 43 watch instructional videos, 34 lecture 
recordings, and 28 video essays, while 17 consume all. Common 
types of content watched include, specialized topics (38), cooking 
(24), math (18), and programming (14) among others. YouTube3 has 
emerged as the most used platform (47). Social media platforms 
also emerged as learning resource for some [12, 13, 40]. 

Part 2: Learning video user experience (Q7-Q8). Participants prefer 
a PC (42) over smartphones (9). With various difculties experienced 
by most participants. We split these to temporal, visual, and audio 
difculties. See Table 5 in Appendix A for details. Importantly, we 
note that all non-disabled participants face numerous difculties. 

Part 3: Existing tools and unaddressed issues (Q9-Q10). Only a 
few tools are being used, 36 use video speed changes, 27 use cap-
tions, 20 use noise-reducing headphones, and 8 use screen reader 
software. Other mentions include screen magnifer, color flters, 
and eye-tracked cursor, among others. Many accessibility needs 
still exist. Lack of voice and audio enhancements (P13, P14, P17), 
and unreliable captioning (P11, P12, P16, P20, P23). Additionally, 
limited caption customization (P23), and speedy captions (P28). For 
BLV users, lack of screen reader support (P19, P23), and shallow 
descriptions (P5, P19). Easier navigation (P6, P37, P53), and more 
interactive videos (P7, P25, P45, P50) are desired. 

3.3 Key Findings 
Access barriers persist for all learners. The current tool landscape 
leaves much to be desired. And while customization is explored [5, 
17], the impact it can have on accessibility, demands further analy-
sis. 

Based on our fndings, we distinguish three key problems: 
3https://www.youtube.com/ 

https://3https://www.youtube.com
https://2https://zoom.us
https://1https://www.coursera.org
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Figure 3: SmartLearn application interface. (a) Main screen, (b) Presenting visual highlights, (c) Video control bar. 

X1 (hard to follow) Video temporal pace is not matching with 
user abilities. 

X2 (hard to see) Overwhelming visuals can lead to misplaced 
attention. 

X3 (hard to navigate) Searching in videos is complicated, rely-
ing on many user actions. 

4 SMARTLEARN 
In order to address X1-X3, we propose SmartLearn (SL), an e-
learning system for accessible video playback. Targeting slide-based 
videos with narration and live sketching. SL is a web application 
built using Flask4 and React5. 

Our approach works with audiovisual data. Using Optical Char-
acter Recognition (OCR), transcription, and shot detection with 
existing tools. Alignment of speech and OCR, similar to existing 
work [18, 33, 35]. With chapter segmentation using Large Language 
Models (LLM), and frame-activity detection as novel approaches. 
See Figure 1 for an overview, and Figure 3 for the interface. 

4.1 System Features 
• Quick Replay (X1). Replay a recent content segment, omit-
ting the need for manual navigation. 

• Temporal Adjustments (X1). Flexible speed that changes 
automatically based on the desired speed of speech. 

• OCR-Speech Cross Highlight (X2). Highlighting on-screen 
text based on speech. 

• Frame-Activity Highlight (X2). Highlighting actions such 
as pointer movements, and sketching on the slides. 

• Semantic Segmentation (X3). Automatic segmentation of 
shots based on content. 

4.2 Implementation 
4.2.1 Temporal Adjustments. We adjust the playback speed for 
each transcription line. This is based on a desired words-per-second 
(WPS) value selected by the user. For each line we calculate the 
speed based on the ratio between the WPS for that line and the de-
sired WPS value. Implementation details available in Appendix B.1. 

4https://fask.palletsprojects.com/
5https://reactjs.org/ 

4.2.2 OCR-Speech Cross Highlight. Example output is seen in Fig-
ure 3-b. Similar to existing work [18, 33, 35]. We use EasyOCR6 

to extract slide text. During video playback, match speech with 
OCR fragments. Using the longest consecutive words in common 

� ,� � (� ) between the fragment � �� and the transcription �� , such � 
�,� � that |� | ≥ 2 and is maximizes. The result is highlighted based � 

on its bounding-box. Implementation details available in Appen-
dix B.2. 

4.2.3 Frame Activity Highlight. Example output is seen in Figure 3-
b. Activity refers to (1) mouse/pointer movements, (2) sketching 
on the slide, (3) revealing new content on the same slide. For a 
window of frames �� (s.t., |�� | = �� �� ), we compare the frst and 
last frames. 7 Using OpenCV  absdiff, fnd the contour of difer-
ences. We create regions of interest (RoI) which are used to defne 
highlights. During playback, we use a highlighted circle with cus-
tomized diameter (default 50��). See Figure 4 for an overview of 
the algorithm. Implementation details available in Appendix B.3. 

4.2.4 Semantic Segmentation. Example output is visible in Figure 3-
a. We frst detect shot changes (i.e., slides navigation) using the 
scenedetect python package. Using transcription generated with 
OpenAI 8 Whisper  (with model medium.en), we collect transcription 
lines for each shot. Per shot, GPT-3.5 [29] is used to split the text 
into contextual paragraphs. Each with an easy-to-understand title. 
Implementation details available in Appendix B.4. 

5 EVALUATION 
Our formative study highlighted a demand for an engaging learn-
ing experience, improving on challenging navigation, and video 
pace disparities. We hypothesize that SL enhances the learning 
experience by streamlining these elements. 

Specifcally, we hypothesize that SmartLearn will: 
H1 Promote a more active and engaging learning process. 
H2 Increase the learnability without negatively impacting the 

workload. 
H3 Improve the user experience of slide-based video learning. 

6https://github.com/jaidedai/easyocr 
7https://opencv.org/
8https://openai.com/research/whisper 

https://8https://openai.com/research/whisper
https://7https://opencv.org
https://6https://github.com/jaidedai/easyocr
https://medium.en
https://5https://reactjs.org
https://4https://flask.palletsprojects.com
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Figure 4: Overview of Frame Activity detection algorithm. Working over a window of frames, comparing the frst and last 
frames in that window. 

5.1 Method 
We conducted a within-subject user study with 14 participants. 
The study was conducted using Zoom and included three parts: (1) 
introduction task, (2) two main tasks, and (3) subjective evaluation 
with semi-structured interview. Each task presented a learning 
video followed by a quiz. Participants are recruited through mailing 
lists and social media. The participants were compensated with 
a $20 gift card for their time9. The study has been approved by 
the university’s ethics board. Additional information is available in 
Appendix C. Statistical signifcance uses single-tailed T-test p-value. 

5.2 Results 
5.2.1 Interaction logs. Task completion time between SmartLearn 
and the baseline was not signifcantly diferent (� = 941.19, � = 
87.43 vs. � = 864.36, � = 126.17; � = 0.0572). However, the video 
playback time slightly increased using the proposal (� = 686.80, 
� = 52.91 vs. � = 610.03, � = 69.63; � = 0.0045), while the quiz 
time was virtually indistinguishable (� = 258.93, � = 73.54 vs. 
� = 254.32, � = 105.37; � = 0.4533). See Figure 10 in Appendix D. 

Interaction logs reveal usage diferences. The average interaction 
count is not signifcantly diferent (� = 107.07, � = 233.83 vs. 
� = 113.92, � = 239.23; � = 0.5303), but increased slightly. The 
diferent is more evident when separating videos. The frst has a 
relatively similar usage pattern, while the second presents clear 
incline for interaction using SmartLearn. See Figure 5 and Figure 6. 
Additional details in Appendix D. This supports our frst hypothesis. 

A total of 8 interaction types exist. Some are shared, while others 
are unique to SL. See Table 1 for a list of all interaction types and 
the corresponding usage. 

9For some participants, a similar amount in their currency of choice was distributed 

Figure 5: Average interactions for the video of Task 1 (base-
line vs. SmartLearn). 

Figure 6: Average interactions for the video of Task 2 (base-
line vs. SmartLearn). 

Looking at Chapter Click and Seek operations, SL has in-
creased usage. While seek interactions remained largely the same, 
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Table 1: Total of each interaction type when comparing 
SmartLearn to the baseline. Items marked with * are not 
available in the baseline. 

Baseline SmartLearn 

Play/Pause 
Speed Change 
Seek 

53 
39 
62 

73 
54 
63 

Chapter Click 
Next* 

3 
– 

28 
3 

Previous* – 1 
Replay* – 21 

participants greatly utilized more detailed chapters. Especially dur-
ing Task 2, which some argued is more challenging. See Table 1. 
This supports our frst hypothesis. 

5.2.2 Qiz scores. The overall score was not signifcantly diferent 
(� = 3.42, � = 1.16 vs. � = 3.42, � = 0.93; � = 0.5). However, 6 
participants increased their score, 3 participants maintained it, and 
only 5 participants lowered it. See Table 2. This supports our second 
hypothesis, although larger evaluation is required for a stronger 
correlation. 

5.2.3 Subjective evaluation. Overall, participants rated SmartLearn 
as signifcantly less mentally demanding (� = 2.64, � = 1.08 vs. 
� = 3.5, � = 0.85; � = 0.0142), more easy to use (� = 4.57, � = 0.51 
vs. � = 3.78, � = 0.97; � = 0.0074), and more useful (� = 4.28, 
� = 0.72 vs. � = 3.35, � = 0.84; � = 0.0022). Moreover, most 
participants prefer using SL in the future (10 vs. 4). See Figure 7. 
This supports our third hypothesis. 

Figure 7: Subjective evaluation results of participants using 
SmartLearn and the baseline. Note that for Usefulness and 
Ease of Use higher is better, while for Mental Demand lower 
is better (1 = low, 5 = high). All metrics are statistically sig-
nifcant. 

5.2.4 Semi-structured interview. Generally, participants reported 
positive impact of SL on their learning, particularly highlighting 

its efectiveness in making complex content more accessible. The 
chapter feature was favored by most for its navigational ease (P1-P6, 
P8, P9, P13), followed by text and pointer highlights for enhancing 
engagement and attention (P1, P2, P5, P6, P7, P11, P12, P13). 

Visual enhancements. Pointer highlights were deemed benefcial 
for maintaining focus, especially for those dependent on captions 
or struggling with cursor visibility (P1, P6, P7, P11, P12). P1 likened 
the pointer highlight to "a laser pointer in class,". Some participants, 
however, found them unnecessary, citing a natural focus on the 
instructor’s writing (P8, P13). Text highlights were appreciated for 
enhancing video content immersion, especially in text-heavy pre-
sentations (P1, P4, P5, P13), though some viewed them as redundant, 
preferring only captions (P7). 

Temporal interactivity. The chapter function was valued for its 
navigational benefts, allowing easy revisiting of video sections (P1, 
P3, P5-P8, P10-P13), with some users desiring even more detailed 
segmentation (P6, P11, P12). Despite the slider tool’s precision, its 
use was noted as cumbersome by some (P1-P4, P6, P7, P9). Concerns 
about the replay function’s clarity were raised, with a preference for 
more predictable controls, such as replaying specifc sentences (P6, 
P8, P11-P13). Speech speed adjustments received mixed reviews. 
Some found it helpful for maintaining attention or reducing bore-
dom by varying the pace (P4, P14), whereas others felt the changes 
were unpredictable and unnatural (P1, P3, P5-P8, P10-P14). 

6 DISCUSSION 

6.1 Refections 
6.1.1 Chapter Generation Trade-of. Utilizing LLMs for chapter 
generation highlighted their summarization strengths, as seen with 
participants fnding LLM-generated chapters clearer than other 
platforms (P8). While the current chapter amount was generally suf-
fcient (P1, P8, P13), some participants believed additional chapters 
could ofer better detail and possibly negate the slider’s necessity 
(P6, P11, P12). However, too many chapters could confuse users, 
indicating a balance is needed between detail and simplicity. 

6.1.2 Replay Buton Underutilization. The Replay feature was un-
derused, potentially due to its overlap with chapter functionality, or 
unclear outcome expectations. For example, P8 was uncertain about 
what Replay would do. This suggests that more transparent design 
for the replay function, or integrating more granular subchapters 
into the Replay feature could increase its usage and utility. 

6.1.3 Speed Change Strategies. Typically, speed adjustment use a 
multiplier (e.g., x0.5, x1.5). SL, matches actual speed with a desired 
WPS rate. This approach resulted in unnatural speech. P1 stated, 
"It feels unnatural and distracting [...] I feel more comfortable if I was 
notifed about speed changes before they occur." P14 mentioned, "it 
[WPS] doesn’t indicate much for me." However, some found value in 
these modifcations; P4 observed, "lowered speed signals an impor-
tant part, making me more attentive." Thus, the changes could be 
utilized to enhance engagement among viewers. Therefor, speech-
pattern preserving speed modifcations could be a potential future 
improvement. And while research exists on the efect of speed 
on learning [27, 28, 31], the impact of speed changes on speech 
patterns and the relation to attention could be further explored. 
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Table 2: Quiz scores per participant comparing the baseline to SmartLearn. B marks the baseline score, SL marks the SmartLearn 
score and C marks the type of change, positive +, negative −, or unchanged ◦ 

PID P01 P02 P03 P04 P05 P06 P07 P08 P09 P10 P11 P12 P13 P14 

B 
SL 
C 

4 
2 
− 

4 
3 
− 

5 
2 
− 

2 
2 
◦ 

4 
4 
◦ 

2 
3 
+ 

4 
5 
+ 

4 
3 
− 

2 
4 
+ 

3 
5 
+ 

3 
4 
+ 

4 
2 
− 

3 
5 
+ 

4 
4 
◦ 

6.1.4 Learning with SmartLearn. While the evaluation scenario of 
SL is limited, the potential our approach has on making learning 
more accessible is visible. Similar to other works, it is challenging to 
see clear beneft based on quiz results in such learning scenario [18]. 
The act of learning is done out of interest, necessity or desire, all of 
which could be considered as a form of investment. Such investment 
must originate with the learner, to form motivation. We believe 
that a longer exploratory study as future work could provide more 
insights into the learning process and the impact of SL on the results 
of learning. 

6.2 Limitation 
6.2.1 Participant Distribution. The study’s fndings are constrained 
by its small sample of 14 participants. Expanding and diversifying 
the sample could enhance the validity of the fndings. 

6.2.2 Time Constraints. SmartLearn’s novel interface posed a learn-
ing curve. Participants’ reliance on familiar features like the seek 
slider indicates a comfort with traditional tools. The short study 
period also limited insights into SmartLearn’s long-term impact, 
contrasting with the likely use in authentic learning scenarios. 
Future studies over a longer period could capture the platform’s 
efcacy in real-world conditions. 

6.3 Design Guidelines 
We present design guidelines for universal accessibility of e-learning 
systems. These guidelines are based on the results of our study, par-
ticipant feedback, and what we learned. It is not meant to be a 
complete list, but rather a starting point for future work to further 
explore and refne. 

We argue that universal accessibility for e-learning could be 
achieved when: 

G1 The design is responsive to both user actions and the content. 
G2 The user experience is customizable on all dimensions. 
G3 The design is transparent and clearly communicates the cur-

rent state. 

6.3.1 Responsiveness (G1). Responsive design is the idea respond-
ing to actions of the user, and is a staple of web-design. But we 
believe responsiveness should relate to the content as well. P13 
commented, "Speed changes can work with highlights, slowing down 
(the video) when some text is highlighted." P4 commented, "It will be 
useful if I can know if the upcoming part of the video is important." P13 
added, "I expected for the video to speed up when the instructor was 
silent." Both P4 and P13 are referring to the idea of responsiveness 
to the content. 

6.3.2 Customization (G2). Customization empowers users by al-
lowing them to tailor the system to their preferences, which is cru-
cial for students with disabilities. It should be a design goal across 
all system dimensions, including visual, audio, and interactivity. 
Users expressed a desire for more control over replay functional-
ity (P3, P13) and chapter markers (P3, P6, P11, P12), emphasizing 
the importance of customization in enhancing user control, which 
rewards users for their engagement. 

6.3.3 Transparency (G3). Transparency is not a new concept [9, 41], 
and similarly we stress the importance of transparency in e-learning 
systems. P6 commented, "I want to be notifed when the speaker 
mentions key points." Additionally, P6, P8, P11, P12, and P13 all 
expressed the need for a more transparent design. 

7 CONCLUSION 
E-learning enhances educational accessibility but confronts unique 
challenges, particularly with video content, a primary e-learning 
medium. Traditional accessibility tools like captions fall short in 
addressing all user needs, revealed in our formative study with 53 
participants. This study uncovered universal access barriers across 
diverse user abilities, highlighting issues such as cognitive pace dis-
parities, unclear attention focus, and complex content navigation. 

Addressing these challenges, we developed SmartLearn, a video 
player that leverages video analysis to adapt the playback experi-
ence to user needs. By highlighting key information and simplifying 
navigation with LLM-generated chapters, SmartLearn improved 
learning outcomes and user satisfaction in a study with 14 partici-
pants. Our fndings underscore the potential of customized, intelli-
gent e-learning tools to break down accessibility barriers, paving 
the way for future research and design strategies in e-learning video 
accessibility. 
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A FORMATIVE STUDY: DETAILED RESULTS 

Table 3: Overview of disabilities and conditions. Multiple 
choice, with 52 responses. Some (10) acknowledged hav-
ing two or more conditions. Total Mentions, describes how 
many mentioned this item. Exclusive Mentions, describes 
how many mentioned this item exclusively. 

Condition Total Exclusive 

Corrected vision (refractive errors) 12 6 
Blind or low vision (BLV) 11 8 
Color blindness 1 1 
Deaf or hard of hearing (DHH) 11 8 
Cognitive disability 3 2 
Dyslexia 2 0 
ADHD 11 5 
Physical disability 7 5 
Non-disabled 7 7 

Table 4: Types of video contents participants watch. Oth-
ers: Software support, TED talks, DIY, History, Dance, Music. 
Items with * indicate free-form user input items. Question is 
optional and multiple choice, with 50 total replies. 

Topic Count 

Specialized subjects 38 
Cooking 24 
Math 18 
Art 15 
Programming 14 
Languages* 2 
Travel & culture* 2 
Others* 1 
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Figure 8: Accessibility tools being used by participants. Two or more tools are used by 34 (64%) participants. Items with * indicate 
free-form user input items. Question is optional and multiple choice, with 52 total replies. 

Table 5: Difculties participants face, grouped by category. T=Temporal, V=Visual, A=Audio. The right side shows for all 
non-disabled participants (P7, P9, P42, P44, P49, P50, P51) whether they experience the relevant difculty. Items with * indicate 
free-form user input items. Question is optional and multiple choice, with 50 total replies. 

Cat. Difculty Total P7 P9 P42 P44 P49 P50 P51 

T. Speech can be too fast 
Reading on-screen text in time 
The pace is too fast (or slow) 

26 
14 
10 

✓ 
✓ ✓ 

✓ ✓ 

V. 

A. 

Pause frequently to see better 
On-screen text is too small 
Noticing small on-screen details 
Bright colors are overwhelming 
Distinguishing between some colo
Unsure where to place attention 
Missing elements out of center 
Unreliable audio descriptions* 
Overwhelming on-screen details* 

Hard to hear the video clearly 
Unreliable or missing captions 

21 
17 
11 
9 

rs 7 
7 
5 
2 
1 

24 
20 

✓ 

✓ 

✓ ✓ ✓ 

✓ 

✓ 

✓ 
✓ 

✓ 
✓ 

✓ 

✓ 

✓ 

B DETAILED ALGORITHMS 

B.1 WPS-based Speed Modifcations 
For a given transcription line �� : 

|� ����� ��� � |
� = (1)� 

� ��� − � ����� 
� � 

Where � ��� and � ����� are end and start time respectively. Thus, 
the video playback speed ������ would be: 

� ��� 
������ = ��� (2) 

� � 

�� 

B.2 OCR-highlight 
For the transcription [26] "[...] try to predict the breast cancer [...]" 
and the OCR fragment "Breast cancer (malignant, benign)": 

� ,� � 
� = ["breast", "cancer"] (3)� 

We then: 

� ,� � (1) Search for � � such that |� | is maximized. � 
(2) Ignore if OCR fragment has been selected for frame � − 1. 

B.3 Frame-activity detection 
Using visual analysis we locate contours of changes between the 
frst and last frame of a window of frames. 

Each contour � of frame � (i.e., ���,� ) is then converted into the 
simplifed defnition: 

���,� = (��,� , ��,� ) (4) 

Where ��,� is the area it covers and ��,� is the center point. Using 
this, we employ connected-components (DFS) to group found con-
tours into clusters, based on center-to-center distance. We start with 
a fully connected graph of all contours as nodes. And iteratively 
remove edges if the distance between the center points is larger 
than a given threshold �ℎ��� = 0.1 · min(�� , �ℎ ), where �� , �ℎ 
are the width and height of the frame respectively. The remaining 
connected components are the regions of interest (RoI). Each such 
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RoI is defned as: 

��,� = (��,� , ��,� , ��,� ) (5) 

Where ��,� is the number of contours it includes, ��,� is the center 
point of the contours, and ��,� is the area of that region such that Í 
��,� = � ��,� , where � is a contour in the region. 

During video playback, we collect all relevant frame activity RoI 
based on the current playback time. Over these we perform several 
actions: 

(1) Skip highlight if #(�� ) > �ℎ� where �ℎ� = 8. 
(2) Sort RoI based on area (��,� ). 
(3) Ignore RoI if ��,� > 0.25 · max(�� , �ℎ ) or ��,� < 0.01 · 

min(�� , �ℎ ). 
(4) Check if one of the following is justifed, against prior high-

light: 
(a) Enough time passed (Δ� ≥ 10 sec). 
(b) Distance between centers is large 

(��,� − ��,� > 0.1 · min(�� , �ℎ)). 

B.4 Semantic segmentation using LLMs 
The semantic segmentation algorithm frst calculates for each shot 
�� and transcription line �� , if �� ∈ �� . 

There are fve distinct cases: 
C1 � ����� ≥ ������ and � ��� ≤ ���� 

� � � � 

C2 � ��� ≤ ������ 
� � 

C3 � ����� ≥ ���� 
� � 

C4 � ����� < ������ and ������ < � ��� ≤ ���� 
� � � � � 

C5 � ��� > ���� and ������ ≤ � ����� < ���� 
� � � � � 

C1 is fully contained in the shot, therefore belongs to it. C2 and C3 
describes transcriptions which are fully outside the shot boundaries. 
C4 and C5 describe in-between shot transcriptions, which overlap 
on more than one shot. For cases C4 and C5 we introduce �ℎ����� = 
0.5 as ratio threshold. Verifying on C4: 

� ����� − ������ 
� � 

��� ( ) < �ℎ����� (6) 
� ��� − � ����� 
� � 

And on C5: 
� ��� − ���� 
� � 

��� ( ) < �ℎ����� (7) 
� ��� − � ����� 
� � 
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C EVALUATION STUDY METHOD 

C.1 Participants 
Participants have various backgrounds. However, in this study, we 
did not probe participants’ ability status. Future research should 
explore this factor and include specifc groups of target users. There 
is no participant overlap with the formative study. See Table 6 for 
detailed information. 

Table 6: Background information for each participant. 

PID Age Gender English Level Topic Familiarity 

P01 29 Male Fluent 1 
P02 27 Male Intermediate 3 
P03 28 Male Fluent 4 
P04 27 Female Advanced 2 
P05 25 Male Intermediate 3 
P06 24 Male Advanced 1 
P07 24 Male Beginner 2 
P08 25 Male Intermediate 4 
P09 23 Male Intermediate 3 
P10 23 Male Advanced 3 
P11 22 Male Beginner 2 
P12 23 Male Fluent 2 
P13 31 Female Advanced 3 
P14 23 Male Fluent 3 

There are 14 participants, aged 22 to 31. With 12 male and 2 
female. Most participants are active university students (13), while 
1 (P13) is a post graduate. Participants are from an international 
background, with 7 from China, 4 from Japan, and 1 from Italy, 
South Korea and Israel respectively. 

C.2 Baseline 
The baseline used in this study is a standard video player, with 
a seek bar, play/pause button, caption on/of button, multiplier-
based video speed change button, and shot detection-based chapter 
markers. The baseline was designed to be as similar as possible 
to the proposal, with the only diference being the lack of the 
proposal’s features. 

C.3 Materials 
The video content as well as quiz questions were outsourced to 
an instructor with several years of teaching experience both face-
to-face and online. The instructor was asked to create the videos 
similar to content in available online resources. The videos were 
recorded using a screen recording software, with the instructor’s 
voice over, utilizing a pen to draw on the slides. The instructor was 
compensated with a $50 gift card for their time and efort. Figure 9 
shows screenshots of the video content used in the study. 

C.4 Procedure 
We conducted the study remotely via Zoom, using English, and 
required participants to use a computer with a headset and silence 
their mobile devices. Initially, they completed a demographic and 
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Figure 9: Screenshots of the video content used in the study. 

background questionnaire. The study consisted of three parts, aver-
aging one hour to complete. 

C.4.1 Training (5 minutes). Participants watched a 3-minute video 
on Machine Learning and Probability to acquaint themselves with 
the SmartLearn interface. Following the video, they took a 2-minute, 
2-question quiz. This phase used the SmartLearn system exclusively. 

C.4.2 Main Tasks (40 minutes). Two instructional videos—one on 
Reinforcement Learning and the Markov Decision Model, and the 
other on Reinforcement Learning Policy—were presented, each 
concluding with a 5-question quiz designed to assess content com-
prehension. The quizzes included questions of varying difculty 
and were randomized in both order and answer options. The tasks 
alternated between the baseline system and SmartLearn, with the 
sequence randomized and counterbalanced among participants. 

C.4.3 Post-Study Qestionnaire and Interview (15 minutes). A sub-
jective evaluation questionnaire measured mental demand, ease 
of use, and usefulness for both systems. Future preference for us-
age was also asked. The accompanying semi-structured interview 
recorded participant experiences and perceptions, with the record-
ings later transcribed for analysis. 

C.5 Analysis 
Both quantitative and qualitative analysis were conducted. The 
quantitative analysis included the interaction logs of users with 
both the proposal and the baseline, and quiz scores. As for the 
qualitative analysis, it included the subjective evaluation and semi-
structured interview. Statistical test used the Welch’s T-test single 
tail p-value. When signifcance is presented the frst value is the 
proposal as the second is the baseline. 

C.5.1 Interaction Logs. Interaction logs were gathered with a cus-
tom logging system detailing timestamps of each interaction, cor-
responding video timestamps, interaction types, and any existing 
values. 
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C.5.2 Subjective Evaluation. The subjective evaluation included 3 
metrics for each task. The mental demand, ease of use, and useful-
ness. The values range from 1 to 5, with 1 being the lowest and 5 
being the highest. 

• Mental Demand: How mentally demanding was the task? 
• Ease of Use: How easy was it to use the system? 
• Usefulness: How useful was the system to you? 

C.5.3 Semi-structured Interview. The interview was anonymized 
and transcribed. The interview was analyzed to identify common 
themes and patterns. The analysis was done manually, by reading 
the transcripts and identifying common themes and patterns. The 
analysis was done by the author. 

D EVALUATION RESULTS 

Figure 10: Average time spent on each task (video, quiz and 
overall) for the baseline and SmartLearn. The value repre-
sents the mean time in seconds. 

Figure 11: Average quiz score by English profciency with 
standard deviation. No signifcant correlation was found be-
tween quiz scores and English profciency. 
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